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What this presentation is about ?

testnet 
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Kubernetes 
testnet stack

What we 
learned
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increasingly bigger 
testnets

Present the 
Kubernetes-based open 
source stack that we use 
to operate our testnets

Our personal feedback 
and vision of blockchain 
node operations 

01 02 03



Testnet 
operations at 
Parity



Why do we need testnets ?

Testnet: simulation of a “value bearing” network for validation and debugging

For chain users :
● Sending transactions for free !
● Testing interoperability

Relay (or solo) chains :
● Testing node client upgrades
● Validating runtime upgrades
● Comprehensively observe the network

Parachains :
● Dry-run their parachain onboarding
● Have access to relay-chain logs 

relevant to their runtime execution

For chain developers :



Devops in the context of 
Blockchain OPerations

Blockchain nodes have unique operational concerns:
● 🖴  Stateful databases at core
● 🌐 Distributed systems, p2p networking
● 🛡 High security requirements for production nodes
● 🔐 Key management
● 📈 Monitoring

Challenges of Testnets:
● Quickly scale up/down the number of nodes
● Upgrade more often
● Runs untested code

⚠ Breaking consensus ➡ hardfork or full reset of the network

https://emojipedia.org/warning/


Beginnings of testnets at Parity

📝Configuration management (Ansible) used for managing nodes

Ansible collection (open source): github.com/paritytech/ansible-galaxy

Pros:
● Convenient as configuration is the same for dev/prod
● Secure as we connect only from personal laptop (no CI)

Cons:
● Slow for managing a lot of nodes
● No developer self-service
● Low automation

https://github.com/paritytech/ansible-galaxy


Growing Testnet requirements

Need to scale:
● Number of developers to support
● Number of networks  (westend + rococo + dozens of parachains)
● Temporary scaling to 1000 validators
● Lowering time to answers deployment requests

Solution:
● Deploying testnet nodes in Kubernetes
● Creation of our helm-chart collection (open source) 

github.com/paritytech/helm-charts
● Scripting node keys management
    github.com/paritytech/testnet-manager

https://github.com/paritytech/helm-charts
https://github.com/paritytech/testnet-manager


Parity
Kubernetes 
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stack



Why Kubernetes ?

● Most mature container orchestration platform
● Familiar to DevOps practitioners
● Support for advanced networking and stateful workloads
● Persistent volume management
● Declarative approach:
○ Automate operations (restart, rolling upgrades, …)
○ Self-healing (healthcheck, rollbacks on startup failure)
○ Reuse configuration across networks

● Abstract config complexity with Helm
● Integrate with our monitoring stack (Prometheus operator, Loki)



why gitops ?

● Git repo as the source of truth of the system desired state
● Different from using a CI pipeline to push infrastructure changes
● In-cluster operator reconcile the actual and desired states





The “node” helm-chart

Deploy any kind of substrate node (full, validator, collator)

● Manage nodes using StatefulSets (ordered set of pods with same config)
● Support Relay-chain and Para-chain (collator) nodes
● Expose p2p ports through a Kubernetes Service
● Inject keys into node from a Secret or Hashicorp Vault
● Expose RPC endpoint through an Ingress
● Retrieve chain data from a snapshot (HTTP URL, GCS bucket, VolumeSnapshot)



Example: 10 Rococo Validators



Example: 4 Rockmine Collators



key injection + Load-Balancer



tooling helm-charts

Additional tooling helm-charts are also part of the collection:

● Faucet
● Notification-bot
● Staking-miner
● Telemetry
● …



(Semi-)Automating node operations

Just deploying nodes is not enough, there are also operations to perform:

eg. add extra validators/collators to a network:
- On the node: generate keys (rotate_key)
- On chain: submit setKeys and Sudo extrinsics

Additional issues:
- Keeping track of active/inactive validators in a dynamic environment
- Facilitating onboarding/offboarding of parachains



Testnet-manager features

● List validators and collators in the namespace
● Map nodes to their on-chain address
● List active parachains from on-chain state
● Detect namespace collators corresponding to a parachain
● Check node readiness
● Orchestrate and parallelize node operations (eg. session keys)
● Register/deregister validators and collators in batch



Testnet-manager architecture





Validators View



Validators View



Validators stateful set View



Single Validator View



Parachains View



Collators View



Single Collator View



What we 
learned ?



personal feedback

● Operating each node “individually” is not a good approach for testnets
● Kubernetes can be the right platform even for stateful workloads
○ Increase deployment speed
○ Facilitate experimentation

● But it has significant drawbacks:
○ Introduces a lot of complexity
○ Reduces security and ease of troubleshooting
○ Create a differentiation between staging/production

Conclusion: use the right tool for the job



Adapting your blockchain 
infrastructure to requirements

● For local deployments, Kubernetes is overkill -> use Zombienet
● Choose the tool that provide the right tradeoffs
● Ask the right questions:
○ Temporary or Persistent network ?
○ Network size ? Will it grow over time ?
○ Security vs Flexibility ?
○ Developer self-service ?

● Hard problems:
○ Monitoring / Observability
○ Decentralization vs Control
○ Minimize downtime when deploying new code



Testnet operational models
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Testnet operational models



Thank you !

● Scan my face to get the slides !
● Check out the example testnet deployment :
➢ github.com/PierreBesson/

polkadot-kubernetes-testnet-example
● Join our workshop at the Parachain Summit 

(Nov 30 - Dec 1)

Contact :
   Element: @pierre.besson:matrix.parity.io
   Twitter: @pibesson

pierre-besson.fr/files/sub0-2022.pdf

https://github.com/PierreBesson/polkadot-kubernetes-testnet-example
https://github.com/PierreBesson/polkadot-kubernetes-testnet-example
https://pierre-besson.fr/files/sub0-2022.pdf

